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H I G H L I G H T S  

• We propose a fast and efficacious framework for wind farm icing loss forecasts. 
• This approach bridges meteorological icing and turbine icing-induced energy loss. 
• This approach reduces data and computation requirements for icing loss forecasts.  
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A B S T R A C T   

The wind industry in cold climates has shown strong growth in recent years, but turbine icing in these regions 
can cause significant energy loss leading to a reduction in reliability of wind energy. Previous studies on esti-
mating wind turbine icing (WTI) generally rely on complex physical models, and many only model the ice growth 
itself while failing to correlate ice growth with energy loss. It is the estimation of icing-induced energy loss that is 
critical for power grid management to cope with energy deficits associated with extreme weather conditions. 
This study focuses on bridging this modeling gap through developing an efficacious methodology for predicting 
icing-induced energy losses for wind turbines in cold weather events. Specifically, this study uses measurements 
of 11 WTI events between 2018 and 2020 from a 2.5 MW wind turbine (Eolos site, University of Minnesota) to 
create a statistical correlation between meteorological conditions and icing-induced energy loss. Meteorological 
icing parameters generated from a Weather Research and Forecasting simulation are used as inputs to the model. 
The model is validated against in-situ data for all events, and against two additional 1.65 MW wind turbines for 
one event (Morris site, University of Minnesota). When comparing average estimated energy loss to measured 
loss, it shows a relative mean absolute error of 37% at Eolos and 2.9% at Morris (after power curve scaling). The 
new model is additionally implemented for 30 large-scale wind farms in the Midwest region of the United States 
for estimation of WTI energy loss. The method proposed in this study enables fast and accurate prediction of WTI 
energy loss for wind turbines.   

1. Introduction 

According to IEA (International Energy Agency) XIX Annex, wind 
energy in cold climates refers to sites that may experience frequent icing 
events, temperatures below the operational limits of standard wind 
turbines, or both [1]. The global installed wind capacity in these cold 
climates grew from approximately 127 GW in 2015 to an estimated 186 
GW by the end of 2020 [2]. The growth of wind farms in cold climates is 
driven by factors including land availability [3] and greater energy 
potential associated with high air densities [4]. In the United States, cold 
regions like the Upper Midwest and the Great Lakes Mid-Atlantic are still 

heavily reliant on coal-fueled electricity production, which also creates 
strong economic and public health incentives for increased wind farm 
development [5]. However, the weather conditions in these regions can 
lead to ice accretion on turbine structures, causing energy losses [6,7]. 
Uneven icing on turbine blades changes the dynamic loads on turbine 
rotors, accelerating part fatigue and possibly triggering shutoff if high 
vibrations are sensed [8,9]. Even in less severe icing conditions, icing 
alters the aerodynamic profile of the turbine blades, leading to re-
ductions in efficiency and power generation [10,11]. 

The fast expansion of wind installments around the globe has high-
lighted the challenges associated with integrating wind energy into 
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existing power grids [12,13]. Because wind energy is intermittent in 
nature, a smooth grid integration demands accurate prediction of wind 
power fluctuations [14]. Accurate power production forecasts help 
minimize the financial risk to wind farm owners and electricity traders, 
reduce the cost of wind energy production [13], and increase overall 
grid reliability [15]. Several wind power forecasting methods exist 
today to help system operators plan out wind energy commitments and 
grid scheduling [16]. However, most operational wind farm production 
forecast systems do not explicitly factor in icing losses or include only an 
empirical estimate of annual energy loss [17]. These forecasts would not 
provide sufficient information for use in power grid management of 
regions heavily impacted by turbine icing, where reductions in annual 
energy production can reach upwards of 20% at the most severe IEA Ice 
Class sites [7]. Therefore, an approach that enables fast and robust 
forecasts of the icing-induced energy loss for wind farms in cold climate 
regions such as North America, Europe, Scandinavia, and northern Asia 
is highly desired. 

A variety of published methodologies for estimating wind turbine 
icing (WTI) exist today, utilizing empirical or physical icing models. Up 
to now, no empirical icing loss model has been developed to forecast 
individual WTI events and the corresponding energy losses. Existing 
empirical models can only evaluate the frequency and severity of past 
icing events using extensive wind turbine measurements and meteoro-
logical data [1]. These models can estimate yearly icing production 
losses but are not useful for day-ahead or event-specific estimations. 

In recent years, physical icing models have been developed in 
conjunction with the numerical weather prediction (NWP) models to 
investigate detailed icing processes on wind turbine structures. These 
physical icing models are mainly based on simplified models, such as the 
Makkonen ice accretion for standard cylinders model [18], and some-
times also include algorithms to correlate the results of the Makkonen 
model with actual turbine shape [19] and to factor in ablation. One 
example of a model that accounts for ablation is the IceBlade model, 
developed at the Technical University of Denmark (DTU), to estimate ice 
mass on turbines [9,20,21]. Such physical icing models require infor-
mation such as the liquid water content (LWC), cloud droplet density 
(CDD), and median volume diameter (MVD), which can only be 
measured satisfactorily in lab conditions [19]. 

Current NWP predictions are mainly used to forecast standard 
meteorological variables like temperature and precipitation, which are 
then used to estimate non-prognostic variables like MVD for use in the 
icing model. The lack of in-situ measurements of some icing model in-
puts (LWC, MVD, CDD) makes the validation of physical models diffi-
cult, and the calculation of MVD based on NWP prognostic variables 
may introduce additional uncertainty. Using mesoscale weather models 
to predict MVD has shown some promise but is still largely questionable 
due to the lack of atmospheric MVD measurements [22]. More impor-
tantly, such physical icing models tend to be computationally expensive, 
adding another barrier to their use in real-time energy loss forecasts for 
wind farms [20,23]. These models also frequently only estimate the 
presence of ice itself, instead of extending the model to the more oper-
ationally useful estimation of icing-induced energy losses. 

Most recently, learning-based models for estimating WTI have been a 
growing area of study. These methods show promise in their forecast 
quality and adaptability, but are highly dependent on the training 
dataset used [24,25]. Although methods like using semi-supervised 
learning [26] or transfer learning [27] decrease the labor required to 
make training datasets, the models still require large amounts of his-
torical turbine data. In addition, at the time of this writing, only one 
published methodology extends the learning-based WTI model to a 
production loss model [24]. Therefore, there is still a gap between the 
state-of-the-art in turbine icing models and the realistic implementation 
of icing-induced energy loss models for large-scale wind farm produc-
tion estimates. 

Motivated by the reviews above, the present study focuses on 
addressing the shortcomings of current icing models that prevent their 

widespread implementation. Specifically, this study focuses on over-
coming current empirical models’ large measurement dataset re-
quirements and their inability to predict specific icing events. It also 
addresses physical icing models’ challenges of input parameters and 
computational requirements, and learning-based models’ dependence 
on large training datasets. We propose an approach to achieve fast and 
efficient forecasts of the icing-induced energy loss for wind farms in 
large regions during specific icing events. Based on the in-situ mea-
surements of a 2.5 MW wind turbine located at the Eolos Wind Energy 
Research Station at the University of Minnesota, we derive a relationship 
between meteorological icing (MI) and the WTI energy loss. Integrated 
with an NWP system, such a statistical correlation model enables fore-
casts of wind turbine or wind farm energy losses for specific icing events. 

To the best of the authors’ knowledge, this would be the first pub-
lished methodology to effectively forecast the icing-induced wind farm 
energy loss without requiring any information from the wind turbine’s 
historical supervisory control and data acquisition (SCADA) database 
after initial model development. Furthermore, such an approach only 
relies on the most-commonly available weather variables derived from 
the NWP system, including relative humidity (RH), ambient air tem-
perature (T), and precipitation information, instead of LWC, MVD, CDD 
or other variables that are difficult to validate with in-situ measurements 
[28]. Due to the simple requirements for the input data, the proposed 
approach reduces the obstacle of data accessibility associated with large- 
scale icing forecasts. It also limits the number of highly computationally 
intensive steps from both NWP and physical icing modeling, to just the 
NWP. 

The methodology in the present study may be of interest to wind 
farm operators or developers since it introduces, for the first time, a 
practical and realistic tool for getting the advanced knowledge needed to 
prepare wind turbines for coming icing events. The presented approach 
may also be of interest to power system operators who could apply the 
proposed method to forecast sudden large-scale energy deficits due to 
icing and use those forecasts to further increase power system integrity. 

Following the introduction above, Section 2 of the paper describes 
the detailed information about the proposed approach. In Section 3, the 
approach is evaluated for the Eolos site and validated using the two 1.65 
MW wind turbines at the Morris site of the University of Minnesota. 
Section 4 concludes the present study and discusses further research 
needs in future studies. 

2. Methodology 

2.1. Overview 

Fig. 1 shows a process diagram for this study, which begins with 
model development, then validation, and finally implementation. The 
study is conducted by first using the measurements from the SCADA 
System of the 2.5 MW wind turbine (referred to as Eolos turbine here-
after) at the Eolos Wind Energy Research Station of the University of 
Minnesota (UMN) to identify historical WTI events. Based on the energy 
losses in these WTI events and MI variables measured at the site, we 
establish a statistical relationship between MI and WTI energy loss. 
Using simulated meteorological conditions from the Weather Research 
and Forecasting (WRF) NWP model, we estimate the turbine energy loss 
for the identified icing events at the Eolos site. Then, to verify the 
broader applicability of the proposed model, we use the two 1.65 MW 
turbines located at the Morris site at the UMN to perform further vali-
dation. Finally, examples of large-scale implementation of this meth-
odology are presented to demonstrate how this approach may be scaled 
up from individual turbines to full wind farms, and to lead into possible 
future work involving the validation of large-scale forecasts such as this. 

2.2. Field measurement data and icing events 

The in-situ measurements of the WTI events used to develop the 
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statistical model are collected at the Eolos Station in Rosemount, Min-
nesota, USA. As can be seen in Fig. 4, this site is located at 44◦43.693′

latitude, − 93◦2.8858′ longitude, with a ground elevation of approxi-
mately 282 m. As shown in Fig. 2(a), there is a 2.5 MW turbine (Clipper 
Liberty C96) at this site, which is an upwind three-blade horizontal-axis 
wind turbine that began operation in 2011 [29]. The turbine has a rotor 
diameter of 96 m and a hub height of 80 m. The turbine’s cut-in wind 
speed is 4 m/s, rated speed is 11 m/s, and cut-out speed is 25 m/s. The 
most efficient operating conditions occur when hub-height wind speed 
(Uhub) is within Region 2 (6.9 m/s≤ Uhub ≤9.2 m/s, see Fig. 2b), 
generating the maximum power coefficient of 0.472. Region 1.5 is the 
transition between cut-in speed and Region 2, and Region 2.5 is the 
transition between Region 2 and rated speed. Historical Eolos station 
data shows the turbine has a >70% probability of operating in Regions 
1.5 through 2.5. 

The SCADA system of the turbine records an expansive set of 1 Hz 
operational and meteorological data. SCADA data used in this study 
include power production, rotor speed, pitch angle, and wind speeds 
from an anemometer at hub-height. The turbine is also instrumented 
with blade and tower sensor systems to measure the structural response 
at 20 Hz. The Eolos turbine does not have blade heaters or any other 
active anti-icing mechanisms. 

A meteorological tower (referred to as met tower hereafter) located 
170 m south of the turbine, also shown in Fig. 2, records surrounding 
weather data at six vertical levels between the ground and 130 m. This 
includes wind speed (U) measured by cup and vane anemometers (Met 

One, 014A), and T and RH measured by the corresponding sensors (Met 
One, 083E) with a sampling rate of 1 Hz. Wind speed is also available 
from sonic anemometers (Campbell Scientific, CSAT3) installed at four 
heights on the met tower, taking 20 Hz measurements. 

In the nine-year period since the Eolos turbine became operational in 
2011, turbine icing events are observed between late October and early 
April of each year. We examine the database from the cold seasons of 
2018 through 2020 to select 11 severe WTI events using the 10-min 
averages of the turbine variables. The selection process for these 
events includes three steps: clean the raw data, detect periods in the data 
where icing signifiers are met, and confirm that these periods show icing 
based on turbine status codes and field observations, as shown in Fig. 3. 
First, the raw 1 Hz SCADA data of the Eolos turbine from the cold sea-
sons of 2018 through 2020 is averaged in 10-minute periods to filter out 
the high-frequency fluctuations. The data points affected by curtailment 
or overheating issues are also discarded using the real power limit in-
formation. The Grubbs’ test is then used to remove outliers from the 
dataset. 

In the second step, we use the criteria of the MI conditions, i.e., T <
3 ◦C [30], and RH > 85% [28], and a reduction in real power (P)of 15% 
compared to corresponding no-icing conditions [9,31,32], for the WTI 
events identification. The no-icing power production is modeled using 
Uhub and the ideal turbine power curve (with a ninth-order polynomial 
fit). Two additional criteria found to indicate icing events, rotor speed 
(ω) deficit of over 15% [32] and the occurrence of pitch angle (β) 
feathering [33], are also used to narrow the selection. Fig. 3(a) shows an 

Fig. 1. Flowchart of the model development process used in this study. Inputs include the Eolos database and prognostic variables from the NWP model WRF. These 
inputs are used for MI, precipitation, and WTI forecasts, which then flows down into the statistical correlation and implementation. 

Fig. 2. (a) Schematics of the Eolos Station, including a 2.5 MW wind turbine and a 130 m meteorological tower with associated instrumentation, used as the field 
station for WTI event measurements. (b) Power curve of Eolos 2.5 MW wind turbine and corresponding operational regions. 
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example of these five parameters being identified during an icing event. 
Events that met these five criteria for a minimum window of four hours 
are considered with a sliding size of two hours (i.e., twelve consecutive 
data points representing 10 min each, also used in the literature [31]) for 
determining WTI events. Note that each chosen period is carefully 
extended backward and forwards to times that the turbine has detect-
able power deviations (>30 kW) due to ice accumulation on blades. 

The third step in the selection process is to further check and confirm 
the WTI events are present with the field observations, such as photo-
graphs (Fig. 3b), operation logs, or turbine status signals that imply the 
abnormal turbine operation is not affected by other factors. It should be 
noted that at the Eolos site, located in flat terrain, the WTI events are 
mainly caused by precipitation, such as rain or wet snow [7,34], rather 
than the in-cloud type of icing that usually occurs at mountainous sites 

Fig. 3. Field measurements for WTI events at Eolos site: (a) the main features used for the selection of WTI events, shown for Event 3, and (b) the observations of 
blade icing captured for Events 2, 3, and 6 using cameras. 

Fig. 4. The WRF simulation domains used for hindcasting of MI parameters: d01 (10 km × 10 km resolution) and d02 (3.33 km × 3.33 km resolution). The red 
marker indicates the location of the Eolos station used for validation. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 
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where the cloud base is below the turbine height [34] or with freezing 
fog [9]. Therefore, we further add precipitation as an additional crite-
rion to further focus the dataset. Precipitation icing will be the focus of 
the model developed in this study for the Eolos site and the sites with 
similar geographic features. 

The filtering process results in a final selection of 11 events, seen in 
Table 1. Table 1 lists the length of each icing period as well as the energy 
loss calculated using operational SCADA data. The average T, RH, and 
Uhub for each event are included. The highlighted rows of Events 2, 3, 
and 6 indicate the presence of photographic icing evidence. Lack of 
photographic icing evidence for the other events only means that images 
of sufficient quality to visually detect icing are not available. The type of 
precipitation seen in each of the 11 events was added to Table 1 as well. 
The majority of precipitation seen is snow (S), with some events also 
seeing light freezing rain (FR) or a wintry mix (WM) of multiple pre-
cipitation types. Event 2 saw the most significant periods of FR and WM. 

Additional model validation for this study is performed using data 
from two Vestas V82-1.65 MW turbines located at a Morris, UMN site. 
They are located at approximately 45◦35.233′ latitude, − 95◦52.667′

longitude, at an elevation of 347 m. These turbines are used for research 
at UMN Morris’ West Central Research and Outreach Center (WCROC) 
and to supply energy to the Morris campus [35]. The first wind turbine 
(WT1) began operation in 2005 and has a 70 m hub height, while the 
second turbine (WT2) stands 487.7 m further south, began operation in 
2011, and has an 80 m hub height. Both turbines have an 82 m rotor 
diameter, cut-in wind speed of 3.5 m/s, and nominal wind speed of 13 
m/s. SCADA data obtained from WCROC includes operating conditions, 
power production, and weather conditions for each turbine in 10-minute 
averages. The validation uses datasets for the period from 02/03/2019 
5:30 to 02/05/2019 7:20 UTC in addition to long-time precipitation 
records. Based on the available data from WCROC, the two turbines 
suffered severe icing-induced energy loss during this period. Note that 
the period chosen here is different than those studied at the Eolos site 
due to differences in when severe icing occurs at the two locations. 

2.3. Meteorological variables simulated with WRF model 

To simulate meteorological conditions at the Eolos site for use in 
icing models, the WRF Model V4.0 is used for mesoscale weather 
hindcasting. Nine 5-day simulations are run for the events listed in 
Table 1, as well as a 7-day simulation to cover both events 8 and 9. All 
simulations include an additional 12 h in the beginning for model spin- 
up. Data is output from the model at a 10 min resolution. 

Two-way nesting with feedback is used for the domains, with a 
coarse domain grid resolution of 10 km and fine domain grid resolution 
of 3.33 km. Fig. 4 shows the locations of the two model domains. A trial 
simulation of Events 6 and 7 is run with an additional finer domain of 
1.11 km resolution, but there is not a significant increase in simulation 
accuracy to outweigh the increase in computational expense. The 
Lambert Conformal map projection is used for all domains, as it is known 
to be best suited to mid-latitude models [36]. As seen in Fig. 4, the model 
domain covers the Upper Midwest with a focus on Minnesota, Iowa, 
Wisconsin, and Michigan. The second domain is centered on Minneap-
olis, Minnesota, and contains the location of the Eolos turbine, whose 
data is used for model development and validation. 

Simulation timesteps of 60 s and 20 s are chosen for the coarse and 
fine domains, respectively, which follows the recommended timestep (in 
seconds) of 6 times Δx (in km) according to an NCAR (US National 
Center for Atmospheric Research) tutorial for WRF [37]. A total of 41 
vertical eta levels are selected, with three levels near 130 m, 80 m, and 
30 m. Eta levels are concentrated near the ground and grow in spacing 
towards the model top of 50 hPa. The dataset used to set the initial and 
boundary conditions for the WRF models is the NCEP Global Tropo-
spheric Final Analysis (NCEP-FNL) from the Global Data Assimilation 
System [38]. This dataset provides global data on a 0.25◦ grid at 6-hour 
intervals. NCEP-FNL is shown to be one of the most accurate analysis 
datasets and is used widely for initializing data for wind studies [39]. 

The physics options chosen for this model are listed in Table 2. They 
include the Rapid Radiative Transfer Model for Global Circulation 
Models (RRTMG) longwave radiation scheme and the Dudhia shortwave 
radiation scheme. RRTMG is widely used in weather forecasting models 
[40] and utilizes lookup tables to describe longwave processes. The 
Dudhia Shortwave scheme uses downward integration to calculate solar 
fluxes [40] and is also a common choice for WRF models. The well- 
established Kain-Fritsch cumulus parameterization is used for the 
large domain in this study, as it has been shown to perform very well for 

Table 1 
Selected 11 WTI events by screening the Eolos database from 2018 to 2020.  

Table 2 
Physics schemes chosen for use with the WRF mesoscale model.  

Physics Option Physics Scheme 

Shortwave Radiation Dudhia 
Longwave Radiation RRTMG 
Land Surface Model Noah LSM 
Cumulus Parameterization Kain-Fritsch 
Planetary Boundary Layer MYNN2.5 
Microphysics Scheme Morrison, WSM5  
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wintertime precipitation events, specifically frontal precipitation [41]. 
No cumulus scheme is used for the nested domain because a cumulus 
parameterization is generally not needed for grid sizes of<4 km, unless 
in the presence of sub-grid size isolated convection cells [42,43]. A 
preliminary sensitivity study performed with various PBL schemes 
(MYJ, YSU, MYNN2.5) shows that the MYNN2.5 scheme produces the 
lowest Uhub bias and RMSE compared to the Eolos met tower data, as 
well as the lowest T bias when averaged across 10 m, 30 m, 80 m, and 
130 m elevations. 

Three microphysics schemes are tested for Event 7: two 6-class 
schemes with graupel, the New Thompson scheme, and the Morrison 
2-moment scheme, as well as one 5-class microphysics scheme with ice, 
the WSM5 scheme. The 6-class schemes are chosen because of their 
complex parameterizations of precipitation, while WSM5 is chosen 
because it has shown comparative performance to the more complex 
schemes but much shorter computation times [44]. The New Thompson 
scheme in particular includes predictive precipitation variables for 
snow, rain, graupel, water vapor, cloud water, and cloud ice [45]. 
However, the New Thompson scheme is eliminated because it shows a 
large overestimation of RH during a significant period of this simulation. 
All other events are then simulated twice, once with the Morrison 
scheme and once with WSM5. 

WRF prognostic variables for total precipitation in mm and snowfall 
in mm are output from the simulations. Graupel is also output from the 
Morrison microphysics models. In the 11 events simulated, the vast 
majority of precipitation is in the form of snow. To allow for comparison 
with the in-situ precipitation observations, the total precipitation values 
from WRF are converted into a binary. The threshold value for precip-
itation rates is set at 0.03 mm h− 1. This value is consistent with the 
lightest observable snowfall rate seen in a study of snowfall and visibility 
[46]. The WRF models for the Morris site validation and large-scale wind 
farm implementation use the same settings and configurations as for the 
Eolos site simulation, except that meteorological data is extracted only 
from the coarse domain. This better facilitates model implementation 
for multiple wind farms in a large area, without the need for several 
computationally expensive fine domains. A five-day WRF simulation 
with 12 h for model spin-up is used for both the validation and imple-
mentation scenarios as well. 

2.4. Statistical energy loss model 

Using the SCADA and in-situ meteorological data of the 11 known 
Eolos WTI events, a statistical energy loss model is developed. This 
process is summarized in Figs. 5–8, including identification of the 
presence of WTI event, estimation of the duration of the event, and 
evaluation of the turbine energy loss. 

First, we need to identify whether there is a chance in the presence of 
WTI events based on the MI and precipitation information. MI (T < 3 ◦C, 
and RH > 85%) and precipitation (Preci.) are the prerequisites for the 
occurrences of WTI events [47], as stated in Section 2.2. Note that the 
precipitation information is integrated into the modeling with the binary 
signals, i.e., 0 for no precipitation while 1 for precipitation conditions, 
including snow (light, regular, heavy, and blowing), freezing rain/ 
drizzle, wintry mix, haze, etc. 

Based on the field observations and measurements of WTI events at 
the Eolos station from 2018 to 2020 winters, we have found that those 
periods of time with only one factor met tend to lead to no presence of 
WTI events, as shown in Fig. 5(a). In addition, if the total duration of the 
overlap period between MI and Preci. is less than four hours, it is also 
unlikely to have appreciable influence on turbine operation and power 
output [31] and thus those periods can also be grouped into no presence 
of WTI event category. Due to fluctuating T and RH, conditions may fall 
below the MI threshold for brief periods, or gaps in an otherwise long MI 
period. As shown in Fig. 5(b), the two MI periods are suggested to be 
merged if the gap is less than two hours and this gap period has a pre-
cipitation record, which is also used in the literature [31]. If the gap is 
larger than two hours, only the MI period that also shows precipitation is 
considered. This criterion allowed a simple temporal relationship among 
WTI, MI, and precipitation to be developed. 

Second, the duration of turbine icing is highly correlated with the 
turbine energy loss due to the increasing ice accumulation on the turbine 
structures over time [28]. Therefore, we use the duration of WTI to 
quantitatively relate the meteorological conditions to wind turbine en-
ergy losses. However, the duration of WTI differs from those of the MI or 
Preci. periods, primarily due to the delay of ice accretion over the turbine 
structures and the slow natural melting and sublimation processes of the 
ice structures. As shown in Fig. 6, the strongest indicator of WTI start- 
time is found to be related to when both MI and Preci. first occurred 
together based on the measurements of 11 WTI events at the Eolos site. 
WTI begins a certain period, C1, after the onset of MI and Preci.

t̂WTI,start = tpreci.&MI,start + C1 (1)  

where C1 = 4hbased on the Eolos dataset used in this study with a 95% 
confidence interval of 1.48 h. The strongest indicator of WTI end-time is 
related to the end of precipitation only. Some multiple of the duration of 
MI and Preci., C2, is added to the precipitation end-time to get the time of 
WTI end to cover the slow natural melting and sublimation period of 
iced turbine blades: 

t̂WTI,end = C2
(
tpreci.,end − tpreci.&MI,start

)
+ tpreci.,end (2)  

where C2 = 0.1 based on the Eolos dataset used in this study with a 95% 

Fig. 5. Estimation of the presence of potential WTI events based on related weather variables from in-situ data of the Eolos turbine. (a) Three types of cases tend to 
infer no presence of potential WTI event, and (b) two conditions intend to infer the presence of potential WTI event. 
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confidence interval of 0.0591. The WTI duration is then calculated using 
the icing start and end times: 

D̂WTI = t̂WTI,end − t̂WTI,start (3) 

After Eq. (1) through (3) are used to determine the duration of WTI, a 
relationship between icing duration and energy loss is found based on 
the energy loss (E) and WTI event duration (DWTI) for the 11 events listed 
in Table 1, shown in Fig. 7. 

A linear regression is applied to the WTI durations and known Eolos 
energy loss datasets. The resulting linear fit based on the Eolos data has a 
slope of 750 kWh/h and a coefficient of determination of R2 = 0.92: 

Ê = C3∙C4∙D̂WTI (4)  

where C3 = 750, and C4 = scalingfactor. Because this relation depends 
on empirical energy loss data from the Eolos turbine, it must be scaled 
before using for turbines with different capacities. To account for this, 
the maximum rated power of the chosen turbine (Pmax) and the 
maximum rated power of the Eolos turbine (Pmax,Eolos) are factored into 
the equation as C4 = Pmax/Pmax,Eolos. The power curves between two 
variable-speed and variable-pitch regulated turbines (i.e., most used 
utility-scale wind turbines) are quite similar with close cut-in, rated, and 
cut-out wind speeds, and thus they can be directly scaled as C4. Fig. 8 
shows the scaling process for a Vestas 1.65 MW turbine, resulting in an 
error of 2.8% when comparing the calculated power curve to the known 
power curve for this turbine. 

2.5. Model evaluation 

The simulation accuracy of the meteorological variables (i.e., T, U, 
RH, and Preci.) with the WRF model has an essential influence on the 
final energy loss forecast results. The simulation results of the variables 
(T, U, RH) are evaluated against observed meteorological variables 
using mean absolute error (MAE), as defined in Eq. (5). 

MAE =
1
n
∑n

i=1
|yi − ŷi | (5)  

where yi represents the measured values, ŷi represents the simulation 
outputs, and n is the number of data points compared. For the variable 
Preci. with binary information of 1 and 0, accuracy is used to evaluate 
the simulation results, as given in Eq. (6), the ratio of correct estimations 
over the number of total estimations. 

Accuracy =
TT + FF

TT + FF + TF + FT
× 100%. (6)  

where TT represents the number of true-true events (where both the 
simulation and observation data point indicate precipitation), FF rep-
resents the number of false-false events (where precipitation is seen in 
neither data point). TF and FT represent the number of true–false events 
(false alarm) and false-true events (missed prediction), respectively. Eq. 
(6) is also used to calculate the accuracy of icing event predictions for 
the statistical WTI model itself. 

For the other parameters, e.g., energy loss, relative mean absolute 
error (RMAE) is used for characterizing the error in the estimates by 
comparing with measurements, as shown in Eq. (7). 

RMAE =
1
n

∑n

i=1
|yi − ŷ|

/

yi. (7)  

3. Results and discussion 

3.1. Validation of meteorological model 

Fig. 9 shows a sample time series of relevant meteorological vari-
ables from the two WRF simulations and the Eolos measurement dataset. 
The data shown in Fig. 9 is from Event 3 at the 80 m elevation. Although 
the initial evaluation was performed at three heights (30 m, 80 m, and 
130 m to represent the full vertical range of the turbine blades), there 
was not a significant change in T or RH across these elevations during 
the selected icing events, so only validation at hub-height is shown here. 
In general, the modeled data follows the overall trends of the measured 
data. The only notable deviations in this event are the early onset of high 
RH and early precipitation predictions seen in the modeled data. As 
temperature is below 3 ◦C for the entire period, it can be expected that 
using this data to feed the statistical energy loss model would result in a 
slight overestimate of icing losses. 

It can be seen, most notably in the Uhub time series of Fig. 9, that the 
model cannot accurately capture all the high-resolution variability seen 
in the measured data. This may be due to multiple factors, including that 
the input dataset used for the WRF model has only a 6 h resolution, and 
that WRF is primarily designed for mesoscale NWP so cannot always 

Fig. 6. Estimation of the WTI event duration based on the in-situ data of the Eolos turbine.  

Fig. 7. Relationship between WTI event duration and icing-induced energy loss 
experienced for the Eolos turbine. 

Fig. 8. Scaling to turbines with different capacities using the 2.5 MW Eolos 
power curve. 
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capture the microscale processes that lead to these very fast changes. 
Using higher-resolution terrain data or a smaller WRF domain resolution 
may help improve the capture of these features. A shorter integration 
timestep is another method that may in some cases have an improve-
ment on the high-frequency response of the model. 

Fig. 10 shows the variation in errors for the modeled meteorological 
variables across all 11 icing events at the Eolos station. Meteorological 
data from both the WSM5 and Morrison WRF simulations are validated 
against in-situ data at hub-height to compare the quality of the two 
simulations. Eq. (5) is used to calculate the MAE of U, T, and RH, and Eq. 
(6) is used to calculate accuracy of the precipitation estimate. The MAE’s 
shown in Fig. 10 are on the same order of magnitude as those seen in 
studies using WRF models of the Central United States for windspeed 
[48,49], temperature [49], and relative humidity [50]. 

The performance of modeled icing events shown in Fig. 10 varies 
between the microphysics scheme used, the icing event, and the prog-
nostic variable in question. Whether the WSM5 or Morrison model 
performs better is not consistent across events or variables, and in 
general, there is a larger difference in errors between events than be-
tween the two models of a single event. Therefore, data from both 
models is used to perform icing loss estimations. Variation in errors 
between icing events when using the same WRF model may be due to 
different atmospheric conditions or processes present in different events. 
For instance, Event 8 is unique in that its observational record showed 
long periods of high winds and blowing snow, which is counted as 
precipitation as it could lead to turbine icing similar to that caused by 
active snowfall. However, the standard WRF model does not take 
blowing snow into account [51], possibly leading to the low accuracy of 
the precipitation estimation in Event 9. 

3.2. Performance evaluation based on Eolos site 

To evaluate the performance of the proposed statistical model, we 
use 1-year data from the Eolos database (1-hour resolution, in 2019) to 
determine the model’s accuracy in predicting WTI event occurrence 
over a full year. In this year, the availability of data is 97%, i.e., 8528 out 
of the total number of hours of 8760 in one year. The overall accuracy of 
the prediction is 99.3% (TT: 2.7%, 230 h/year, and FF: 96.6%, 8238 h/ 
year). The false alarm rate (TF) is 0.3% (i.e., 26 h/year), while the 
missed prediction (FT) rate is 0.4% (i.e., 43 h/year). Such results suggest 
that our model could work well during routine daily turbine operations. 

Feeding the statistical energy loss model with meteorological data 
from the WRF simulation instead of the in-situ Eolos data allowed the 
NWP and statistical models to be integrated. The meteorological data 
used came from the WSM5 and Morrison microphysics scheme WRF 
runs, as well as the averaged data between both runs. Energy losses from 
the model and the Eolos database for each event are shown in Fig. 11. 
The estimated energy losses based on the Morrison simulation dataset 
are larger than those estimated with the WSM5 dataset in eight of the 
eleven events. Because the same statistical energy loss model was 
applied to all three meteorological datasets, the spread in energy losses 
must be due to differences in the predicted meteorological variables. 
Event 8 showed the largest spread between the WSM5 and Morrison 
estimations. The validation of the simulation data in Section 3.1 also 
shows Event 8 had the largest difference in estimated RH between the 
two simulations. The WSM5 simulation underestimates RH on average 
for this event, while the Morrison simulation overestimated it, contrib-
uting to the large spread in energy loss predictions. 

As shown in Fig. 11, Events 3, 4, and 10 had the overall smallest 
errors in energy loss estimates. The simulations of Events 4 and 10 
showed the lowest MAE in T estimations, but otherwise, the simulation 

Fig. 9. Example time series of evaluation results for the WSM5 and Morrison WRF models at 80 m. Event 3 simulation outputs and in-situ Eolos measurements are 
compared for the four meteorological parameters relevant to MI. 

Fig. 10. Validation results for the mesoscale model at 80 m after comparison to measurement data, including MAE and accuracy for four prognostic model variables 
for each of the 11 icing events. Data is shown from WRF models using both the WSM5 and Morrison schemes. 
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accuracy of these events did not differ largely from the average simu-
lation accuracy across events for RH or precipitation. These three events 
do, however, represent some of the lowest measured energy losses, 
naturally lending to smaller errors in predicted energy loss. Using 
relative error in Fig. 12 to better illustrate the errors across events, the 
quality of estimations for Events 3, 4, and 10 no longer appear signifi-
cantly better than the quality of most other estimations. Event 6 now 
stands out as having the highest relative estimation errors. A spread of 
both positive and negative errors is also more clearly visible in Fig. 12, 
with no consistent bias for either the WSM5 or Morrison WRF models. 

When considering all icing events together, the RMAE for the energy 
loss estimate using the WSM5 dataset and the Morrison dataset are 42% 
and 44%, respectively. The averaged WSM5 + Morrison dataset shows a 
lower RMAE, at 37%, and thus is used in the following forecasts. For this 
study, the largest contributions to RMAE come from Event 6 for the 
Morrison and WSM5 + Morrison datasets and Event 5 for the WSM5 
dataset. The high relative error of these events can partially be attrib-
uted to their low measured energy losses, in comparison to Event 11, 
which shows high absolute errors but also high measured energy loss. 
For the remainder of this study, energy loss estimates are calculated 
using the averaged WSM5 and Morrison WRF simulation outputs. There 
is no data available from the state-of-the-art studies related to the icing 
loss prediction during a single icing event. The current information 

available in literature [9] about the wind farm annual energy production 
(AEP) estimation with consideration of icing related loss shows a RMSE 
in the approximate range of 3% to 23%, which could significantly 
smooth out the uncertainties in the predictions for single icing events. 

3.3. Performance validation based on Morris site 

SCADA power and operational data from the two Vestas V82 1.65 
MW turbines at the Morris, UMN site is used to find the measured energy 
loss (Emea) during the WTI period from 02/02/2019 23:30 to 02/05/ 
2019 1:20 CST (local time) for the first turbine (WT1). The second tur-
bine (WT2) exhibits a 20 min offset in the WTI duration, i.e., two data 
points of the 10-min averages, suggesting negligible differences between 

Fig. 11. Comparison of modeled and actual energy losses for 11 icing events at the Eolos turbine. Modeled losses are calculated using prognostic meteorological 
variables from two WRF models at the 80 m height, as well as the average from the two models. 

Fig. 12. Relative errors calculated for each modeled Eolos icing event in comparison to the known energy losses. Calculations are based on energy losses 
from Fig. 11. 

Table 3 
Energy losses at the two wind turbines, and the average energy losses between 
the two.   

Ê[kWh]  Emea,WT1[kWh]  Emea,WT2[kWh]  Emea[kWh]  

Vestas power curve – 3.67× 104  3.88× 104  3.78× 104  

RMAE (Vestas) – 1.3% 7.0% 4.4% 
Scaled power curve 3.61E04 3.61× 104  3.40× 104  3.62× 104  

RMAE (Scaled) – 6.1% 0.2% 2.9%  
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the two turbines. As shown in Table 3, in general, the proposed method 
has a good prediction for the Morris turbines with an average error of 
<5%. Specifically, because the two turbines are located at the same site 
with the same modeled meteorological data, they exhibit the same 
estimated energy loss of Ê = 3.61 × 104 kWh. This is based on the scaled 
power curve found using the Eolos power curve and the scaling factor of 
Pmax,Eolos/Pmax,Vestas. The RMAE of average estimated energy loss for the 
two turbines decreases from 4.4%, when using the Vestas’ power curve 
for the estimation, to 2.9% when using the scaled power curve. 

Such a trend further indicates that the scaled power curve works 
well, which allows the forecasts for the wind farms with unknown power 
curves. In addition, the two turbines have a small difference (<6%) in 
the energy loss, i.e., (Emea,WT1 − Emea,WT2)/Emea, further indicating the 
proposed method could be used for wind farm applications with mul-
tiple turbines. Note that the low RMAE observed in this WTI event at the 
Morris site, compared with the 11 events in the Eolos site, is mainly 
associated with its longer duration and higher energy loss. 

3.4. Large-scale model implementation 

An application of this model is shown for a selection of 30 wind farms 
across the Midwest, USA, in the period of 02/21/2018 12:00 to 02/27/ 
2018 00:00 UTC, the same simulation period used in the Eolos WTI 
Event 3. Fig. 13 shows the location and rated capacity of each wind farm 
in the dataset. They are also listed in Appendix A. Wind farms with at 
least 30 turbines are pulled from the Wind Turbine Database [52] to 
create this dataset. Wind farms are selected from Minnesota, Iowa, 
Wisconsin, and Michigan to create a geographically diverse sample of 
farms in areas with similar climate and topology as the Eolos and Morris 
sites. In cases where a wind project is listed in the database as multiple 
adjacent wind farms (i.e., Storm Lake I and Storm Lake II), the wind 
farms are combined into a single data point for use here. 

The meteorological data at each of these sites is extracted from the 
WRF simulation data during the selected period. The data is then fed 
into the statistical energy loss model and scaled for the average turbine 
capacity of each farm. This results in the estimated icing energy loss for 
the average turbine in a farm (Ê), which is scaled up to obtain energy 
loss for the entire wind farm (ÊWF): 

ÊWF = nWT Ê (8)  

where nWT is the number of wind turbines in a wind farm. Most of the 30 
wind farms are found to experience two turbine icing events during this 
period, except for the Pine River wind farm, which shows no icing, and 
the Gratiot County, Tuscola Bay, and Michigan Wind II wind farms 

which each shows one icing event. The total icing loss per period is then 
calculated for each wind farm: 

ÊWF,period = nWT

∑k

i=1
Ê (9)  

where k is the number of icing events seen in the period for a given wind 
farm. The overall energy loss of the 30 wind farms is estimated to be 21 
GWh, or 9% during the selected week. Fig. 14 shows how this breaks 
down across each individual wind farm and by state. 

This implementation study shows an estimate of icing-induced en-
ergy losses for wind farms over a large geographic region. Real energy 
loss data from these wind farms is not publicly available to judge the 
accuracy of these estimations, but in future work verification could be 
performed to test the applicability of this model for the large-scale use 
case. The methodology used shows promise for its speed and simplicity, 
pending verification results to solidify its usefulness. The method only 
requires the number and capacity of wind turbines in the wind farm to 
conduct the forecasts of the icing-induced energy loss. There is no need 
to have the wind turbine SCADA data, wind turbine power curve, or 
other detailed information. With the meteorological data extracted from 
the WRF simulations (5-day Midwest region run, 100–300 CPU hours), 
we can expect the prediction results from the statistical model in a 
couple of minutes. 

For new wind farms in the planning phase, where complete in-situ 
icing data is not yet available or a large geographic area needs to be 
studied, this methodology may be able to be adapted for use in hind-
casting icing effects. As this method does not necessarily rely on in-situ 
data, after necessary analysis of the model’s accuracy is performed for 
the scenario and region of interest, estimated icing losses for chosen 
events could be modeled for anywhere in the domain. Such information 
about the icing effect on wind farm AEP could provide insights to the 
wind farm operators whether the wind farm needs to equip with icing 
protection systems. For existing wind farms, the icing-induced energy 
loss model could be used for correction of the currently used days-ahead 
power forecasts based on the hourly meteorological forecasts from the 
NCEP’s operational High Resolution Rapid Refresh system [53,54]. 
Because of the speed and simplicity of the statistical correlation method, 
icing loss estimates could be provided immediately once the weather 
forecasts are imported. Further work and validation of this process 
would need to be performed to ensure the added uncertainty of using a 
weather forecast does not overcome the prediction capabilities. 

4. Conclusions 

In the present study, we propose a method to enable fast and effi-
cacious forecasts of the icing-induced energy loss for wind turbines. 
With numerical weather prediction model Weather Research and Fore-
cast (WRF) simulations, the meteorological icing variables are derived to 
identify the potential wind turbine icing events and corresponding en-
ergy losses related to the precipitation icing. A statistical model derived 
from the in-situ field measurements of a utility-scale wind turbine fills 
the gap between the meteorological icing and the wind turbine icing 
event and the corresponding energy losses. This method is implemented 
and evaluated for three turbines at the Eolos and Morris sites of the 
University of Minnesota. When using a combination of two microphysics 
schemes to generate meteorological data from WRF simulations, esti-
mated energy losses at the Eolos and Morris sites show the estimation 
errors between 0.2% and 37% for 12 icing events. 

This method of estimating icing losses is efficient, relatively inex-
pensive computationally, and shows promising application potentials 
for wind farms. This method only requires the meteorological variables, 
i.e., temperature, relative humidity, and precipitation, as well as wind 
turbine capacity and the number of wind turbines in the wind farm for 
the forecasts. It is not required to know the detailed wind turbine power 
curve and wind turbine SCADA data, which indicates that the model 
may be easily adapted to icing-induced energy loss forecasts in large 

Fig. 13. Map of the 30 wind farms in the Midwest U.S. selected for model 
implementation, with markers scaled to their rated capacities in MW [52]. 
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areas. During the planning phase of a wind farm, this method could 
enable energy loss hindcasting based on widely available meteorological 
datasets, which would be a useful tool to determine whether turbines at 
the site need to be equipped with icing protection systems. For existing 
wind farms, this method could provide the forecast results of potential 
icing events, and such information can bring insights to power market 
dispatching and thus increase the integrity of the power grid. 

Because of WRF’s capabilities in near-term forecasting of meteoro-
logical variables, this method may be best suited to day-ahead opera-
tions. If the statistical modeling component of this method were to be 
integrated into the existing wind and weather forecasting methods used 
by Independent System Operators (ISOs) across the U.S., it may provide 
more educated inputs for the settling of marginal electricity costs during 
day-ahead market clearing. Consideration of icing effects in ISO pro-
duction forecasts could lead to improvements of reliability and cost ef-
ficiency of unit commitments. 

The uncertainties of the proposed method mainly arise from errors in 
the WRF simulations, i.e., the inputs of the statistical model, and the 
simplicities in the statistical model. For example, the statistical model 
assumes different wind turbines in a wind farm tend to experience the 
same energy losses. For large-scale wind farms, the differences among 
turbines in terms of turbine healthy conditions, the wake effects of up-
stream turbines to downstream turbines, and other factors may add to 
the uncertainties in the forecast results. In addition, this model is 
developed specifically for precipitation icing situations, suitable for 
wind farms located in flat terrains. It should be cautioned that this model 

was not designed to be implemented for mountainous wind farm sites or 
high elevation sites where in-cloud icing is predominant. 
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Appendix A. A list of 30 wind farms in the Midwest United States shown in Fig. 13 [52].   

Wind Farm State County Year WF Cap. [MW] Number of WT’s Avg. WT Cap. [kW] 

1 Palo Alto IA Palo Alto County 2019 250 125 2000 
2 Story County IA Story County 2008 150 100 1500 
3 Storm Lake IA Buena Vista County 1999 188.25 251 750 
4 Century IA Hamilton County 2005 185 135 1500 
5 Pomeroy IA Pocahontas County 2008 284.9 183 1500 
6 Macksburg IA Madison County 2014 119.65 51 2300 
7 Top of Iowa IA Worth County 2001 189.8 147 900 

(continued on next page) 

Fig. 14. Estimated total energy loss for each of 30 modeled wind farms, broken into sections based on wind farm location. Percentage icing losses are based on the 
standard capacity of each wind farm. 
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(continued )  

Wind Farm State County Year WF Cap. [MW] Number of WT’s Avg. WT Cap. [kW] 

8 Lundgren IA Webster County 2014 251.02 107 2300 
9 Morning Light IA Adair County 2012 101.2 44 2300 
10 Pocahontas Prairie IA Pocahontas County 2012 80 40 2000 
11 Intrepid IA Buena Vista County 2004 175.5 122 1500 
12 Lost Lakes IA Dickinson County 2009 100.65 61 1650 
13 Carroll IA Carroll County 2008 150 100 1500 
14 Ida Grove IA Ida County 2019 501.06 215 2500 
15 Crane Creek IA Howard County 2009 99 66 1500 
16 New Harvest IA Crawford County 2012 100 50 2000 
17 Gratiot County MI Gratiot County 2012 212.8 133 1600 
18 Brookfield MI Huron County 2014 74.8 44 1700 
19 Deerfield MI Huron County 2017 149 72 2000 
20 Pine River MI Isabella County 2019 161.3 65 2500 
21 Tuscola Bay MI Saginaw County 2012 120 75 1600 
22 Michigan Wind II MI Sanilac County 2011 90 50 1800 
23 Blazing Star 1 MN Lincoln County 2020 200 100 2000 
24 Lakefield MN Jackson County 2011 205.5 137 1500 
25 Prairie Star MN Mower County 2007 99 60 1650 
26 Trimont MN Jackson County 2005 100.5 67 1500 
27 Prairie Rose MN Rock County 2012 199.92 119 1600 
28 Bent Tree MN Freeborn County 2011 201.3 122 1600 
29 Quilt Block WI Lafayette County 2017 98 49 2000 
30 Cedar Ridge WI Fond du Lac County 2008 67.65 41 1650  
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